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 

Abstract—Successful deployment of new network protocols on 

the Future Internet is not a trivial task. Deployable protocol 

design is necessary but not sufficient condition for protocol’s 

success, unless it takes all stakeholders involved in the deployment 

process into account. This paper investigates the challenges of 

deploying a new transport protocol on the Internet, using 

Multipath TCP – a TCP variant that transmits along several 

network paths at the same time – as an example and proposes a 

framework for its adoption process based on diffusion theory. The 

paper distinguishes the roles of adopters and other stakeholders 

in the deployment process, and presents scenarios that enhance 

Multipath TCP deployment and adoption. One key finding is that 

the role of end users is not of significant importance for 

Multipath TCP deployment, because they are not necessarily in a 

position to make a conscious adoption decision. 

 
Index Terms—Future Internet, Multipath TCP, protocol 

design, deployment, adoption  

 

I. INTRODUCTION 

HE Internet has become one of the world’s most 

remarkable engineering and social phenomena. Despite its 

success, it is beginning to reach some fundamental capability 

limits [1]. Future Internet research aims to develop new 

architectures and protocols that address these known and 

emerging technical deficiencies in a way that is cognizant of 

the competing technical, economic and social demands. 

The increasing numbers of users, providers and services 

stress the scalability of current Internet [2]. At the same time, 
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the user’s performance and resilience requirements are 

increasing. Hence, focus of ongoing research is to design 

solutions that deliver effective and efficient control of resource 

sharing.  

At present, all standard Internet transport protocols select 

only a single path between a source and a destination when 

transmitting, which limits the achievable throughput. Even 

SCTP [3], which has standardized mechanisms to recognize 

and use multiple paths, only shifts a connection from one path 

to another upon an outage and does not use multiple paths 

simultaneously (a non-standard, experimental extension [4] 

does introduce concurrent multipath transfers). The Multipath 

TCP protocol (MPTCP) [5], which is currently being 

standardized by the Internet Engineering Task Force (IETF), 

uses multiple paths at the same time to transmit the data 

belonging to a single TCP connection. In the case of 

congestion along a path, or even a complete path failure, 

MPTCP will make greater use of less congested paths in order 

to fairly balance network load [6]. This increases reliability, 

flexibility and throughput. 

 The successful deployment and adoption of a new transport 

protocol such as MPTCP depend on several factors. A 

minimum requirement for a new protocol to be deployable is 

that it meets a real need and solves an identified problem 

better than previous and competing approaches. For example, 

MPTCP could outperform other transport solutions when 

downloading large files, such as videos or applications. 

Additionally, the design of the new protocol directly affects its 

deployability. A classic counter-example is IPv6, whose 

design negatively affected deployment incentives, due to lack 

of backwards compatibility with IPv4. Another challenge in 

protocol design is that firewalls and other middleboxes can 

reject packets which are not using TCP or UDP. The 

middlebox problem has affected the deployment of other 

transport layer protocols, like SCTP and DCCP [7], and 

inevitably MPTCP has to overcome this challenge as well. 

The transport protocol deployment differs from the 

diffusion of end user centered innovations, like consumer 

products. The Internet is a complex system with diverse end-

systems, not all of whose aspects are under the direct control 

of the respective end users or service providers. For MPTCP 

deployment in particular, operating system vendors play a 

major role, because users cannot directly select network stacks 

for their end systems. Consequently, although MPTCP 

requires only end system changes for deployment, other 
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stakeholders play a major role. End systems may in fact 

become MPTCP capable without direct user incentives, simply 

because the user may upgrade his operating system due to 

other motivations. This is in contrast with existing adoption 

models discussed in Section II, which assume that customers 

(known as adopters) make conscious decisions to adopt an 

innovation. One lesson from this is that the dynamics of the 

deployment process including the required deployment steps 

and involved stakeholders is of key importance. 

The main goal of this paper is to increase understanding and 

give a broader picture of the issues surrounding MPTCP 

deployment, especially related to new challenges for the 

involved stakeholders. Section II classifies the basic factors 

that affect adoption of a new technology and provides a brief 

overview of related work. Section III proposes a framework 

for analyzing MPTCP deployment and Section IV presents the 

key factors that make MPTCP deployable. Section V presents 

the deployment process and the role of the involved 

stakeholders. Finally, Section VI suggests possible scenarios 

that facilitate the required steps to support MPTCP adoption. 

II. RELATED WORK 

This section presents an overview of the theories for 

studying the adoption of new technologies and identifies how 

these methods apply for analyzing MPTCP deployment.  

The Internet Architecture Board (IAB) has identified the 

most important factors that enhance or limit the success of a 

protocol based on several case studies [8]. Although a protocol 

design will not necessarily be able to incorporate all the 

proposed success factors, experience indicates that following 

some of them will improve the probability of success. The 

most important factors for the initial success are filling a real 

need and being incrementally deployable. 

Additional design principles and guidelines have been 

proposed to help researchers and engineers in designing 

successful protocols. Ford et al. [9] present a set of new design 

principles that help to design flexible and tussle-aware 

solutions. The “design for tussle” principle proposed by Clark 

et al. [10] suggests that protocol design should accommodate 

to an environment where multiple stakeholders with varying 

interests interact. Thus, a new protocol that follows a set of 

“good” design principles may see benefits, even if that alone is 

not sufficient to ensure a short-term success. Ahlgren et 

al. [11] propose a complementary methodology, motivated by 

the view that evolution and interworking flexibility are 

determined not so much by the principles applied during initial 

design, but by the choice of fundamental components or 

“design invariants” in terms of which the design is expressed. 

Apart from the abovementioned factors, classical diffusion 

theory has increased our understanding of how innovations 

(e.g., a new protocol) spread within populations. Rogers [12] 

diffusion of innovations (DOI) theory breaks the adoption 

process down into five stages. In the awareness stage, the 

individual is exposed to the innovation, but lacks complete 

information about it. In the interest or information stage the 

individual becomes interested in the new idea and seeks 

additional information about it. The next stage is evaluation, 

where the individual mentally applies the innovation to his 

present and anticipated future situation, and then decides 

whether or not to try it. In the trial stage the individual 

employs the innovation. Finally, in the adoption stage the 

individual decides to continue the full use of the innovation.  

Rogers also presents five characteristics of an innovation. 

The relative advantage is the degree to which the new 

technology is better than a preceding one. Compatibility is the 

consistency with existing values, past experiences and needs. 

Complexity is the difficulty of understanding and use. A new 

technology is more likely to be adopted if it is compatible with 

existing practices of adopters, and is relatively easy to 

understand and use. Trialability is the degree to which it can 

be experimented with on a limited basis. Finally, observability 

is the visibility of its results. Even though this paper does not 

argue that adoption of MPTCP will follow Rogers DOI model, 

the listed characteristics are still helpful for our analysis. 

The diffusion phenomenon has also been studied from a 

community point of view, focused on the economic value an 

innovation brings to potential adopters. This economic value 

to an adopter depends on the size of the existing network of 

adopters and the potential network of adopters. Katz and 

Shapiro [13] analyze the adoption of a new technology for 

cases, where network externalities are significant. Adoption 

becomes more likely when the number of current adopters in 

the network increases. 

The theories presented above have been initially used for 

studying the adoption of consumer products. However, the 

adoption of new Internet protocols is more complex than that 

of consumer products, and therefore requires more elaborated 

modeling. Several attempts have been made at studying the 

adoption of new Internet protocols. 

In particular, Hovav et al. present a model of Internet 

standards adoption [14] that identifies additional concepts that 

influence adoption of a new technology. Development of a 

related technology infrastructure, economies of scale and 

amount of information available could also help a new 

protocol to spread. Moreover, the presence of sponsorship 

could decrease the risk of adoption. 

In [15], an economic model based on user utility is used to 

study the adoption of new network architectures. The model 

incorporates various factors, such as user and network 

benefits, and switching costs, and discusses the impact of 

converters on the adoption of new network architectures. Key 

findings include that new network architectures need to 

withstand a period of decreasing total system utility till a 

critical mass of users is reached. 

III. FRAMEWORK FOR MPTCP ADOPTION PROCESS 

This section proposes a new framework for a successful 

adoption process of MPTCP. It is important to make a 

distinction between the concepts of deployment and adoption. 

By deployment, we are referring to MPTCP being deployed in 
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the required network equipment. Adoption is dependent upon 

deployment, with the additional step that end users are actually 

sending traffic using the protocol.  

Multiple vendors control the operating systems of different 

end systems used in the Internet. Those OS vendors have the 

power to decide whether they want to implement MPTCP in 

their OS or not. When an OS vendor decides not to implement 

MPTCP, there is almost nothing that an end user or service 

provider can do that will let him use MPTCP, short of 

switching to a different operating system. This consideration is 

what complicates adoption models for MPTCP and other 

Internet protocols.  

Our framework consists of three different steps. As in 

Rogers’ model, we assume that the new solution already exists. 

In our case, MPTCP is a solution for increased demand of 

bandwidth and resilience. Fig. 1 illustrates the steps for 

MPTCP adoption. 

 
The first step towards adoption is that the protocol itself is 

sufficiently deployable. The minimum requirement is that 

MPTCP provides some advantage compared to the previous 

solution (e.g., TCP), but this alone may not be sufficient 

condition for adoption. The Internet is a complex system and 

the deployment of a protocol usually requires the involvement 

of several stakeholders. This is why the design of MPTCP 

should be feasible for each relevant stakeholder.  

If the protocol itself is deployable, the actual deployment 

process can be considered. This step identifies the actions 

required from different stakeholders to allow the protocol 

being deployed. Three requirements need to be satisfied before 

MPTCP can be fully used. First, MPTCP has to be 

implemented by the operating system vendor and installed to 

end systems. Second, at least one of the end systems must have 

multi-homing capability, i.e., both the operating system needs 

to allow the usage of multiple Internet connections at the same 

time, and the end user has to obtain simultaneous Internet 

access across different network interfaces. This can, for 

example, require several service contracts with multiple ISPs. 

Third, other end systems in the Internet need to become 

MPTCP-capable, so that MPTCP can be actually used end-to-

end. 

Deployment of the protocol does not necessarily mean that 

it will be actually adopted. Thus, a further investigation is 

needed, concerning the key stakeholders and potential business 

models [16] that could boost MPTCP adoption. 

IV. DEPLOYABLE PROTOCOL DESIGN 

This section focuses on protocol design itself. In particular, 

it investigates whether MPTCP is an incrementally deployable 

protocol that provides new advantages (compared to older or 

competitive technical proposals) and whether it is designed in 

a manner that follows “good” design principles, based on the 

design principles outlined in Section II. 

A. Provided Benefits 

One necessary condition for successful protocol deployment 

is that a real need is met and that a new protocol solves an 

identified problem better than previous or competing 

approaches. MPTCP provides several such benefits to users. 

 An MPTCP connection uses several paths for a single 

connection at the same time. This results in several benefits. 

First, in case of severe congestion or a failure along one path, 

MPTCP can make greater use of less congested alternate 

paths. Thus, MPTCP continues to provide a useful – albeit 

potentially somewhat reduced – service, whereas traditional 

TCP often fails to adequately support the user’s transport 

needs in these cases. Second, because MPTCP pools the 

available capacity along all paths for a single connection, it 

can support faster transfers than traditional TCP. 

Furthermore, MPTCP uses coupled congestion control [6] 

for controlling the sending rates it uses along different paths. 

Key and Massoulié [17]-[19] investigate the benefits of such 

coordinated congestion control schemes and show that when a 

user opens multiple independent TCP connections with 

uncoordinated congestion control, the total throughput is not 

maximized. With coordinated congestion control, however, the 

total throughput is maximized. In order to investigate in more 

depth the benefits of coordinated congestion control provided 

by MPTCP, a simplified approach of the optimization 

framework presented in [19] is given in the appendix. 

It should be noted that coordinated congestion control is 

also useful for other reasons; namely, for fairness between 

TCP and MPTCP users. Without coordinated congestion 

control, an MPTCP connection across a network that causes 

several paths to have a joint bottleneck can use an unfair share 

of the bottleneck capacity. Several proposals address this 

issue. The coordinated controllers proposed in [20] and [21] 

use different approaches to limit the resource use of an 

MPTCP connection on a joint bottleneck to approximate that 

 
Fig. 1. Framework for MPTCP Adoption Process 
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of a single traditional TCP connection. However, a similar 

problem appears in peer-to-peer applications, where peer-to-

peer users open multiple independent TCP connections, hence 

being more aggressive than MPTCP users. 

For mobile battery-powered devices, the benefits of MPTCP 

lie elsewhere. Sending and receiving data across multiple radio 

interfaces increases the energy consumption of network 

communication, even when the aggregate data rate is not 

higher than that of a normal, unipath TCP connection. This 

mode of operation is hence useful only in cases where capacity 

pooling is required to satisfy bandwidth demand. However, an 

extremely interesting feature of MPTCP for mobile use is the 

ability to switch an established connection between different 

paths. This allows a mobile end system to aggressively switch 

an MPTCP connection to the most energy-efficient path based 

on its current data rate. 

B. Incremental Deployability 

According to [22] the deployment of a new technology is 

encouraged when related technologies already exist. On the 

other hand, a well-established infrastructure with a large 

installed base burdens the deployment of a new architecture, 

due to inertia and sunk costs. In the case of MPTCP, this is not 

necessarily a concern. MPTCP is not a completely standalone 

new protocol; it is a backward compatible extension of 

standard TCP. MPTCP offers an unmodified sockets API to 

applications, which means that applications do not need to be 

modified or even recompiled to run over MPTCP. 

To the network, each flow of an MPTCP connection looks 

like a single standard TCP connection that uses some new TCP 

option headers. An MPTCP connection starts as a normal TCP 

connection with an additional option indicating that the 

sending host is MPTCP-capable. If one of the endpoints does 

not support MPTCP, the connection remains a standard TCP 

connection. The connection is upgraded to a MPTCP 

connection only when both end systems are MPTCP-capable. 

As shown in Fig. 2, during the lifetime of the connection, new 

flows can be added to it or removed from it as needed. 

 
Because the network traffic generated by an MPTCP 

connection looks like a bundle of regular TCP connections 

carrying new options, it should also operate correctly through 

most of the existing middleboxes
1
 (i.e., NATs, proxies, 

firewalls) and work well with logging and other operational 

procedures. 

These arguments support the claim that the MPTCP design 

is cognizant of TCP, which increases the chances of its 

deployment [23].  

C. Good Technical Design 

Designing a protocol that follows “good” principles outlined 

in Section II could enhance deployment and interoperability. 

Even if a good technical design is not the most important 

success factor, tussle-aware protocol designs have better 

chances at deployment in the long-term [24].  

Ford et al. [9] present a new set of design principles for 

Future Internet architectures with a particular focus on 

enabling socio-economic tussles between stakeholders. This 

section investigates how these principles can be applied when 

designing Internet protocols and, specifically MPTCP.  

Resource Pooling 

The “resource pooling” principle [25] suggests that when 

resources in a network can be pooled, effectiveness and 

efficiency of the network will be improved. The concept of 

pooling describes a system that makes a set of resources 

appear as a single resource of aggregate capacity. Multipath 

TCP is a resource pooling mechanism that sends data along 

multiple paths and uses a coordinated congestion control 

algorithm that is designed to facilitate resource pooling [6]. 

This approach allows the traffic load to be relocated to or 

spread over several paths. 

Information Exposure 

This principle suggests that sufficient information about 

resource usage should be exposed to support an effective and 

efficient allocation of that resource. 

MPTCP monitors the congestion signals on each individual 

subflow, in order to respond appropriately to resource usage 

and congestion by shifting load between the subflows. Thus, it 

facilitates building systems that have a higher degree of 

information sharing than those built on standard TCP. 

Additionally, the Trilogy architecture [26], which MPTCP is 

one component of, has an explicit information exposure 

mechanism similar to Re-Feedback [27]. 

Separation of Policy from Mechanism 

This principle recommends allowing local choices of a 

network entity according to its priorities (policy), which is 

separate from the standardized implementation (mechanism).  

The separation of policy and mechanism is integral to 

MPTCP, as it is possible to specify the protocol without 

having to specify how the end systems decide which paths to 

use for a given connection and traffic volume. This allows 

MPTCP to be deployed in various situations depending on the 

needs of an end host and the path characteristics of the paths 

available to it. This policy is entirely separate from the 

 
1 Note that some middleboxes may strip new TCP option headers. 

 
Fig. 2. A Multipath TCP connection establishment 
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mechanism (the protocol standardized across all parties).  

Although transmission policies are typically determined 

globally by the operating system on an end host, possibly 

based around a simple user preference (e.g., maximize 

throughput or minimize monetary cost expressed by Explicit 

Congestion Notification (ECN) marks [27]), an application 

could express its own transmission preferences for traffic to 

varying degrees of granularity. 

Fuzzy Ends 

This principle suggests that the end points should be 

allowed to explicitly delegate some functions to the network. 

Although MPTCP is designed for use by end hosts in an end-

to-end way, the proposed architecture is sufficiently extensible 

to allow the development of MPTCP proxies [16]. Such 

proxies could be placed within the network in order to provide 

multipath benefits without the need of endpoints to be multi-

homed themselves. 

V. DEPLOYMENT PROCESS 

Deployment of MPTCP involves multiple stakeholders who 

need to take actions during the deployment process. This paper 

takes a pragmatic view and identifies the required steps for an 

end user to be able to use MPTCP, as well as the role of 

different stakeholders in taking these steps.  

The fundamental requirements for MPTCP deployment are: 

1. An MPTCP implementation for operating systems is 

available, 

2. An MPTCP-capable OS is installed on an end system 

(i.e., device is MPTCP-capable), and 

3. The end user is multi-homed (i.e., it connects to the 

Internet via multiple paths at the same time). 

These three requirements are not enough to enable the use 

of MPTCP if desired communication peer is not MPTCP-

capable (multihoming not a necessary condition; partial benefit 

can be derived from partially disjoint paths). Consequently, the 

fourth requirement concerning the impact of network 

externalities to the deployment decision is: 

4. Other MPTCP-capable end systems of interest exist 

(i.e., systems the user has an interest connecting to). 

The key stakeholders in the deployment process are: 

 Operating system vendors that implement MPTCP in 

operating systems for use on end systems. 

 End users (i.e., individual users, but also service 

providers, content distribution networks, etc.) that own 

end systems. 

 Internet service providers (ISPs) that provide connectivity 

for multi-homing. 

The role and the motives of each key stakeholder are 

discussed in the following sections. 

A. Availability of OS Implementation 

MPTCP requires changes only to the TCP/IP stack of end 

systems, which in practice means that an OS update that adds 

support for MPTCP needs to be available. The availability of 

such an update fully depends on OS vendors which are the key 

stakeholder in this stage. These vendors can, in addition to 

altruistic reasons, have four specific motives for implementing 

MPTCP in their operating systems: 

1. Pressure from end users: This is only relevant if end 

users are aware of MPTCP, or if they demand solution to 

a problem that MPTCP alleviates. At the time of OS 

implementation, large corporations and content providers 

are the most probable end user groups to have sufficient 

influence to drive this implementation reason. 

2. Pressure from application developers: Application 

developers may influence on OS vendors if they see that 

their products would be enhanced by MPTCP support. At 

the time of OS implementation, it is likely that only the 

developers of highly important applications have 

sufficient influence to drive this implementation reason. 

3. Own business interest: If OS vendors also take the end 

user or application developer role, they may get direct 

business benefits from implementing MPTCP. For 

example, Microsoft could be interested in using MPTCP 

in their Windows update service, or Nokia could deploy 

MPTCP in their platform for Internet services called Ovi. 

4. Competitive environment: If MPTCP is implemented in 

other operating systems, an OS vendor has a higher 

incentive to implement it as well. The “leader role” of 

open source operating systems can be significant in 

incentivizing commercial OS vendors to implement 

MPTCP. 

Most end users will use their devices and operating systems 

“out-of-the-box”. Therefore, concerning actual usage of 

MPTCP, availability of OS implementation will not be enough 

if MPTCP is not enabled by default in the shipping 

configuration. However, getting OS vendors to do this should, 

not be a problem, since MPTCP is backward compatible with 

traditional TCP. 

B. Installation of MPTCP-Capable OS to End Systems 

 An available operating system update with an MPTCP 

implementation needs to be installed to end systems. 

Consequently, the end users are the key stakeholders at this 

stage, because they have the ultimate control over their 

devices. End users can be divided into those who make a 

conscious decision to deploy MPTCP and those who get the 

MPTCP unbeknownst to them. 

Conscious end users, e.g., content providers interested in 

increasing the perceived quality of their services, or private 

users with large traffic volumes, will be willing to install an 

OS update with MPTCP support for the sole reason of said 

support. For those, the five stages of Rogers’ diffusion process 

is applicable concerning the active adoption of an MPTCP. 

However, large part of end users, especially most 

consumers, is not interested or even aware of particular 

Internet protocols and thus will not make an active decision to 

install MPTCP. Thus, the typical adoption models that assume 

conscious end user decisions are not applicable to this 

adoption case, and the role of OS vendors increases. For these 
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unaware end users a new OS feature, such as MPTCP, can be 

offered either when they purchase a new device or a new 

version of the OS, or through automatic operating system 

updates. In both cases, end users are not making a conscious 

MPTCP deployment decision, but are simply updating their 

devices and operating systems for other reasons. MPTCP 

deployment may be slowed down significantly due to these 

end users. 

Finally, if MPTCP is not rolled out in operating system 

updates, ISPs may foster MPTCP use by providing an MPTCP 

proxy service that intercepts standard TCP traffic generated by 

end systems and translates it to MPTCP, as presented in [16]. 

The availability of this deployment results from the MPTCP 

design following the fuzzy ends design principle. However, 

this approach does not provide full resilience on the access 

link, and it depends on MPTCP support, or at least a similar 

proxy setup, on the service provider side. 

C. Multi-homing 

Fulfilling the multi-homing prerequisite is primarily in the 

hands of end users, because they need to make conscious 

decision to acquire additional access connections to the 

Internet. End users are hence key stakeholders at this stage. 

Because acquiring additional Internet access connections 

normally will involve subscriptions, ISPs also play a major 

role. Although an end user’s interest for multi-homing can 

directly come from the desire to run MPTCP, most probably 

other incentives for multi-homing play a role, e.g., the need for 

ubiquitous access for a mobile user, or the desire to have back-

up connections for content providers. 

Many end users may already have multi-homing capability 

available. For example, large enterprise or academic campus 

networks are often multi-homed, and users at such sites will 

probably have an interest in MPTCP for its increased 

throughput and resilience with no required hardware updates. 

In addition, consumer devices such as mobile phones already 

support both WLAN and 3G technologies. 3G is a wide-area 

access technology that can be used everywhere, so the users of 

such devices only need one additional WLAN connection to 

benefit from MPTCP. Such users are often at locations where 

such WLAN connectivity is available to them, such as their 

homes or workplaces, or wherever “free WLAN” is offered. 

ISPs cannot prevent end user from multi-homing, but they 

can improve support for it in multiple ways, as identified in 

[16] and summarized in Section VI. Their motives for this 

support are mainly monetary, because multi-homing offers 

them a possibility to sell more access connections. However, 

MPTCP can also help ISPs to balance the load in their 

networks, although this may necessitate ISPs adjusting their 

traffic engineering strategies in light of MPTCP’s adaptation 

to path failures at the transport layer (instead of relying on re-

routing at lower layers). Especially interesting is the possibility 

that the traffic could move away from congested mobile access 

links to fixed links through WLAN hotspots in a transparent 

way. Nevertheless, ISPs would probably prefer a solution that 

would give them more control over this off-loading, because 

off-loaded traffic does not generate revenue for them. 

D. Other End-points and Network Externalities 

Network externalities are the positive or negative effects on 

a user using a product or service when others are using the 

same or compatible products or services. In case of MPTCP 

positive network externalities are especially important because 

if one of the endpoints is not MPTCP capable, resource 

pooling cannot be exploited. Thus, it is obvious that if a large 

number of users adopt MPTCP, the probability of a successful 

MPTCP connection establishment is increased (i.e., the well-

known “network effect”). 

Since network connections can be established either 

between two clients or between a client and a server, we notice 

that there are two different types of network externalities: 

network externalities between two clients, and network 

externalities between a client and a server. The level of 

MPTCP network externalities increase with different speeds in 

these two different cases. MPTCP availability on the client-

side depends on the actions of each individual user of a certain 

client device. Servers, on the other hand, are clustered in the 

network and one provider has the control over the updates of 

all servers in the domain. If Google, for example, would make 

the decision to deploy MPTCP in its servers, it would probably 

update a significant fraction of its servers at the same time. 

This tends to increase the network externalities in jumps. 

However, a specific end user in reality only cares, that those 

peers he mostly connects to, are MPTCP-capable. For 

example, if he often accesses a specific service, it is important 

to him that the particular service is MPTCP-capable. Whether 

other end systems or services are MPTCP-capable typically 

matters very little to a specific end user. 

Moreover, MPTCP internalizes the negative network 

externalities of all Internet users. Network resources are 

efficiently allocated, hence congestion is reduced. In the cases 

where a MPTCP connection shares a bottleneck with a single-

path TCP connection, the congestion control algorithm will 

ensure that MPTCP acts fairly on other users and does not take 

more bandwidth than a legacy, single-path TCP. 

VI. POTENTIAL SCENARIOS SUPPORTING ADOPTION 

This section investigates potential scenarios that could 

accelerate the MPTCP deployment and adoption. 

A. Both Ends in one Hand 

In this scenario multi-homed devices and content or 

application servers are under the control of one stakeholder, 

which could enhance the deployment and adoption of MPTCP. 

For example, companies that provide a mobile device for their 

employees to use company applications remotely over WLAN 

or 3G could significantly benefit from MPTCP. Another 

scenario would be an end user accessing content using WLAN 

and 3G from a provider which controls both end user devices 

and content servers, such as Nokia or Apple both delivering 

devices and services/content (e.g., Nokia Ovi and Apple App 

Store). This type of scenario could significantly accelerate the 
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deployment and adoption of MPTCP. 

Consumers will probably be MPTCP-unaware, but may 

become opportunistic adopters of MPTCP when it is 

implemented by device manufacturers. The deployment in the 

client devices (OS vendor’s enabling MPTCP by default) is 

the key driver that leads to the adoption on the client-side if 

the end user is multi-homed already. 

B. Lobbying 

An important factor for the deployment of MPTCP will be 

lobbying towards OS vendors who have to implement the new 

protocol in their network stacks. Key players like Microsoft 

who by some count holds a market share of around 85% of 

personal computer operating systems worldwide [28], need to 

be convinced of the merits of MPTCP. Other OS vendors will 

probably follow each other after the first ones decide to 

implement MPTCP. Especially organizations that represent 

end users with a vital interest for MPTCP deployment need to 

take on the lobbying initiative. 

C. Killer Applications 

 The utilization of MPTCP in widely distributed 

applications can also be considered as a scenario for 

accelerating adoption. The measurements of Labovitz [29] 

reported an increase in global IPv6 traffic when BitTorrent 

application uTorrent took IPv6 into use in their 1.8 release. If 

the MPTCP API would be available and widely distributed 

applications would decide to implement enhanced multipath 

support, this could have a similar effect
2
. 

D. End user decision 

End users that transfer lots of data and operators of large 

content sites will have a direct interest in the increased 

resilience and throughput provided by MPTCP. Once the 

protocol has been made available by OS vendors, they may 

take a conscious decision for adopting MPTCP. The decision 

will depend on the involved cost for OS upgrade installation 

and potentially additional physical access lines for multi-

homing if not already in place for fault tolerance or load 

balancing. The adoption may also depend on the availability of 

MPTCP enabled clients or peers. 

E. ISP Support 

A considerable barrier to MPTCP adoption by consumer 

end users will be the requirement of multi-homing which may 

cause additional costs for additional connections. To overcome 

this problem, [16] proposes that ISPs offer access bundles 

(e.g., for DSL plus 3G access), at a price that is cheaper than 

offering the two individually. The incentive for the ISP would 

be customer retention, lock-in, and potentially improved traffic 

engineering control. In addition to the usual MPTCP benefits, 

the end user would enjoy the ability to seamlessly roam 

between fixed and mobile access networks.  

Such solution is proposed in [16], where a Virtual Multipath 

 
2 Note, however, that in the case of BitTorrent, its peer-to-peer nature 

already results in some similar benefits to those delivered by MPTCP. 

Operators (VMPO) could offer such bundles by buying access 

lines, potentially of different kinds, from other ISPs. The 

increase in competition due to such VMPOs could be a driving 

factor for ISPs to offer their own price-reduced bundles.  

Another way to accelerate the availability of a cost-effective 

MPTCP solution for end users is through ISPs that offer 

MPTCP-enabled access as a value-added service by providing 

a MPTCP proxy service to end users. This would not require a 

second access link, nor an MPTCP-enabled OS. Limited to 

one access connection, the solution will not realize the full 

potential benefits of MPTCP. 

VII. CONCLUSION 

This paper presented a framework to investigate MPTCP 

deployment and the related new challenges faced by the 

involved stakeholders. It concludes that the deployment and 

adoption of transport protocols differ from the diffusion of end 

user-centered innovations, such as consumer-products. The 

performance, reliability and flexibility improvements that 

MPTCP brings are beneficial, but they are unlikely to be the 

main drivers for adoption. Therefore, the role of end users in 

MPTCP deployment process is not of primary importance, 

because they are not necessarily in the position to make a 

conscious adoption decision.  

The deployment of MPTCP will hence be mainly in the 

hands of software vendors, especially operating system 

vendors, which need to make the deployment decision of 

enabling MPTCP by default. The deployment of MPTCP-

enabled OS will take different channels: roll out on new 

devices delivered with new operating systems, automatic 

software updates to the deployed base (often without 

awareness of the end user), and intentional installation by 

operators of large sites (e.g., content providers).  

The paper presented the generic benefits of resource pooling 

being the motivation to implement MPTCP but it did not 

analyze what are the applications that would benefit from it. 

Thus, further research with applications is needed after a 

working prototype of the protocol is available. Also 

comparison to the MPTCP-like solutions in other layers is 

needed to understand if transport layer is the proper layer for 

implementing the properties of MPTCP.  

APPENDIX 

We present a simplified approach of the optimization 

framework presented in [19] to understand the benefits of 

coordinated congestion control provided by MPTCP.  

[19] considers a triangle network topology (A-B-C), where 

there are two types of flows between any two pairs of nodes: 

along a direct path (i.e. A-B), and an indirect path (A-C-B). 

For simplicity, we assume that each node represents one user. 

There are also capacity constraints for each link which are: 
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where  

xi : the throughput of user i in the direct link 

yi : the throughput of user i in each indirect link 

C: the capacity of each link 
 

The first scenario assumes that each user opens two 

independent TCP connections; hence the congestion control is 

uncoordinated. The optimization problem for the network is: 

   max ( ) ( ) ( ) ( ) ( ) ( ) 1A A B B C CU x U y U x U y U x U y    

 For simplicity, we do not take into account the round trip 

time, as in [17], and we assume that users’ utility function is 

given by the formula U(r) = – 1/r, where r is user’s throughput 

in a specific link
3
. We also do not make any assumptions 

concerning the fairness of the allocation to each connection, as 

in [19]. 

Solving the previous maximization problem
4
, we will see 

that each user sends the most but not all of his traffic through 

the direct path and less traffic through the indirect path: 

 , 2
1 2 2 2

C C
x and y 

 

 

We observe that the total throughput is not maximized with 

uncoordinated congestion control, because less than the 

available capacity in each link is used: 

 
3 2 2

3
4 3 2

x y C C


   


 

The second scenario assumes that each user opens one 

MPTCP connection. Thus, the congestion control is 

coordinated. The optimization problem for the network is: 

   max ( ) ( ) ( ) 4A A B B C CU x y U x y U x y      

Solving the previous maximization problem we will see that 

each user sends all of his traffic through the direct path and no 

traffic through the indirect path: 

 , 0, 5x C and y thus x y C     

We observe that the total throughput is maximized with 

coordinated congestion control, because all the available 

capacity in each link is used (C). Each user gets more than in 

the previous case. Thus, MPTCP provides more throughput 

than classic TCP does. 
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